
 

Review Concept Function Learning
XM K features

y ffX deterministic label
or response

f X 7 So 13 concept learning
f DC 3 o IT function learning

Training data

Xi f Kil K2 f Kr kn f Kull

where Xi en P EP
f is an element of a given class

Learning also data net

Lp fIT Ep If X f tell

Cp In f random variable depends on data

Goal make Lp In 0 with high prob

Learning algo is Probably Approximately
Correct PAC if

sup sup Pf Lp Imf E o as n so

Ptpftf
for any E 0



Concept learning family of sets CEA
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F Stc Ce 3
f efx h f TEC

o if XEC

plea Ep Heck term
Limitations

1 deterministic relationship btw Y and X

Ya f k what about Y f 1 noise

2 the class F is known what about
mismatch between our assumption on F and
ground truth

realizable setting

Agnostic model free formulation D Haussler

JC Y feature and label space
2 sexy
U action decision space

F class of functions f X 2e
hypothesis space

l Y e U Co I loss feta
P class of Prof dist on Z Key



Ideal case E X 1 P known

Lp f Ep Elly full

Lp F fefelpff
Learning Nature selects P C P

ki t l Xm Ym
I p

F Fa

learning algo An Z In Ef

Lpl In eyPCdx dy
l Cy Inexl

O E Lp F Elp In E 1

Goal construct learning also sit

1 plin L If o as in a

regardless of P

PAC for a fixed E o

lim sup Pn Lp In L F E O
n 3N PEP

ref Cn E

A learning also



Ex function learning

OC feature space

Y U Cool

F target functions Y fix

lly a y up
for some fee

P all distributions of key where L X
comes from some Po of dist on X
and Y f t for some f EF

Pf Hit C A fyPldx
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y see
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pflag Epf ly gull

gl ldx71gy fcx gly
scx7l

fgcpldx7lfcx7 gCx7
2

LpLf g

Lpf f7 o L
pf

7 0

PAC definitions coincide

Agnostic case can cover more general situations

Y f X W EW o indep of X

f may not be in F



when is PAC learning possible in model free case

Ki Yi Ka Yu p

Lf G Co I tf Cz lfde.nl
lly.flxl

P lf JPldx.dy lfCtx.yD expected loss
off

Pnllf 4 Xinyi

TEE l Ni f Kil empirical loss
off on data

can be computed for every f GF

P IPncef P Ef e Eze
2nd

Hoeffding
in particular if f EF achieves FFthen

IP IPuClf LY F I e sze
2nd

Candidate learning algo Empirical Risk
Minimization ERM

In affEIn Pnllf

argfzf.at E llYi f Ki



claim to be proved in next lecture

if l loss P and hypothesis class
are such that

Lim sup PY f
Pnllf Pll f I E o

nsa pep

for any E o then ERM is a PAC

learning also

Exercise prove that this holds if FIL


