ECE 534 RANDOM PROCESSES FALL 2012
PROBLEM SET 4 Due beginning of class, Tuesday, November 13

4. Random Processes
Assigned Reading: Chapter 4 of the course notes.
Problems to be handed in:

Problems 4.3, 4.11, 4.13, 4.25, 4.27 from the course notes, as well as the following three problems:

1 Two random processes
Consider the probability space (2, F, P) with Q = R, F = B(R) (the Borel o-algebra on the reals)
and P having the pdf of a Unif[0, 1] random variable.

(a) Define the random process X = (X¢);e[0,00) bY
, fo<t<w
Xi(w) = :
0, otherwise
Find the pmf px, for each t € [0, 00).
(b) Define another random process Y = (Y7);c[0,00) by

Yi(w) t/jw, f0<t<w
w) =
! 0, otherwise

For each t € [0,00) and each y € (0,1), find P(Y; > vy).

2 Standardized random walk
Let X = (Xy)rez, be an iid. process with each Xj, taking values 1 with equal probability. For
each n € Z,, define the standardized sum

Show that Y;, has the characteristic function

by,

n

(u) _ enlogcos(u/\/ﬁ).
Find the limit lim,,_,o Py, (u) for each u € R.

3 Multiplication by random signs

Let X = (Xp)nez, be an iid. Gaussian process with mean zero and autocorrelation function
Rx(0) = 02. Let U = (Up)nez, be an ii.d. random process with P(U, = —1) = P(U, = 1) = 1/2
for all n. Assume that the processes X and U are independent of each other. Define a new random
process Y = (Yy)nez, by Yo = Up Xy,

(a) Find the autocorrelation function Ry (k,1).



(b) Find the characteristic function ®y;, for each n.
(¢) Is Y an i.i.d. process? Why or why not?
(d) Do the sample averages
o 1 n—1
Vp=— Z Yy
k=0

converge in the mean square sense? If so, to what?



