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Abstract—This paper presents an information-theoretic lower bound on the minimum time required by any scheme for distributed computation over a network of point-to-point channels with finite capacity to achieve a given accuracy with a given probability. This bound improves upon earlier results by Ayaso et al. and by Como and Dahleh, and is derived using a combination of cutset bounds and a novel lower bound on conditional mutual information via so-called small ball probabilities. In the particular case of linear functions, the small ball probability can be expressed in terms of Lévy concentration functions of sums of independent random variables, for which tight estimates are available under various regularity conditions, leading to strict improvements over existing results in certain regimes.

I. INTRODUCTION

Distributed computation over networks of finite-capacity channels arises in such applications as estimation or inference in sensor networks and consensus or coordination of multiple agents with finite-capacity communication links. This paper focuses on the case where the nodes are connected by independent and memoryless point-to-point channels. Each node aims to compute a common function of random initial observations of all the nodes through local communication and computation. We use tools from information theory to obtain a lower bound on the minimum time needed by any scheme to achieve a certain accuracy at each node. Previously, this problem has been considered by Ayaso et al. [1] and by Como and Dahleh [2]. Some achievability results can be found in [1], [3]–[5].

The key quantity we examine is the conditional mutual information between the function value and its estimates made by an arbitrary subset of nodes, given the local observations in this subset. An upper bound on this mutual information in terms of cutset capacity brings communication constraints into the picture, while a novel lower bound on it via a certain small ball probability can weaken our bound to a version involving conditional differential entropy, which is tighter than similar results obtained in [2].

II. THE MODEL AND PERFORMANCE METRICS

We mainly follow the notation of [2]. The network is represented by a directed graph $G = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is a finite set of vertices (or nodes) and $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ is a set of edges. We assume that $G$ is connected and simple (i.e., has no self-loops). Initially, each node $v \in \mathcal{V}$ has access to a local observation, given by a random variable ($r.v.$) $W_v$ taking values in some space $W_v$. The probability law $\mathbb{P}_W$ of the vector of all local observations $W = (W_v)_{v \in \mathcal{V}}$ is assumed to be known to all the nodes. Given a function $f : \prod_{v \in \mathcal{V}} W_v \rightarrow Z$, the objective is for each node to estimate the value $Z = f(W) = f((W_v)_{v \in \mathcal{V}})$ via local communication and computation.

To each edge $e \in \mathcal{E}$, we associate a memoryless channel with input alphabet $X_e$, output alphabet $Y_e$, and stochastic transition law $K_e$. The channels corresponding to different edges are assumed to be independent. Thus, we can associate to the network a memoryless channel with input alphabet $X$, output alphabet $Y$, and transition law $K$, where

$$X = \prod_{e \in \mathcal{E}} X_e, \quad Y = \prod_{e \in \mathcal{E}} Y_e, \quad K(y|x) = \prod_{e \in \mathcal{E}} K_e(y_e|x_e).$$

All processing takes place in discrete time. A $T$-step algorithm $A$ is a collection of encoders $(\varphi_{v,t})$ and estimators $(\psi_v)$, for all $v \in \mathcal{V}$ and $t = 1, \ldots, T$, given by mappings

$$\varphi_{v,t} : W_v \times Y_{\{v\}}^{t-1} \rightarrow X_{v,t}, \quad \psi_v : W_v \times Y_{\{v\}}^T \rightarrow Z,$$

where we have defined $X_{v,t} = \varphi_{v,t}(W_v, Y_{\{v\}}^{t-1}) \in X_{v,t}$ and $Y_{\{v\}}^T = \prod_{u,v \in \mathcal{E}} X_{v,u}$ and $Y_{\{v\}}^T = \prod_{u,v \in \mathcal{E}} Y_{(u,v)}$. The algorithm operates as follows: at each time $t = 1, \ldots, T$, each node $v \in \mathcal{V}$ computes $X_{v,t} = \varphi_{v,t}(W_v, Y_{v}^{t-1}) \in X_{v,t}$ and then transmits the...
messages \( X_{(v,u),t} \) to all nodes \( u \) with \((v,u) \in \mathcal{E} \). The received messages \( Y_{v,t} \in \mathcal{Y}_{(v,u)} \), \( v \in \mathcal{V} \), are related to the \( X_{v,t} \)'s via the transition law \( K \), independently of \( W, X^{t-1}, Y^{t-1} \). At time \( T \), each node \( v \) computes \( \tilde{Z}_v = \psi_v(Y_v, Y_0^T) \). We will denote the collection of all \( T \)-step algorithms by \( \mathcal{A}(T) \).

Given a nonnegative distortion function \( d : \mathcal{Z} \times \mathcal{Z} \to \mathbb{R}^+ \), we use the excess distortion probability \( \mathbb{P}(d(Z, \tilde{Z}_v) > \varepsilon) \) to quantify the estimation accuracy of node \( v \) at time \( T \). For an algorithm \( A \), we require that, when the computation stops, each node has an estimate with distortion of no more than \( \varepsilon \), with probability at least \( 1 - \delta \). This motivates the following definition: given an accuracy parameter \( \varepsilon > 0 \) and a confidence parameter \( \delta \in [0,1] \), we define the \((\varepsilon, \delta)\)-computational time by

\[
T(\varepsilon, \delta) \triangleq \inf \left\{ T \in \mathbb{N} : \exists A \in \mathcal{A}(T) \text{ such that} \right. \\
\max_{v \in \mathcal{V}} \mathbb{P}(d(Z, \tilde{Z}_v) > \varepsilon) < \delta. \right. \]

Our main contribution is a new information-theoretic lower bound on \( T(\varepsilon, \delta) \) that, in addition to accounting for the communication constraints encoded in \( G \) and \( K \), also captures explicitly the influence of \( \mathbb{P}_W \) and \( f \).

III. The Main Result and Some Implications

In order to state our main result, we first introduce some additional definitions and notation. The cutset corresponding to a set \( S \subset \mathcal{V} \) is the set \( \mathcal{E}_S \triangleq \{(u,v) \in \mathcal{E} : u \in \mathcal{S}^c, v \in \mathcal{S}\} \equiv (\mathcal{S}^c \times \mathcal{S}) \cap \mathcal{E} \), and the cutset capacity of \( S \) is

\[
C_S \triangleq \sum_{e \in \mathcal{E}_S} C_e,
\]

where \( C_e \) is the Shannon capacity of \( K_e \). Also, for any \( \varepsilon > 0 \), \( S \subset \mathcal{V} \), and \( w_S \in \prod_{v \in S} \mathbb{W}_v \), we define

\[
L(w_S, \varepsilon) \triangleq \sup_{z \in \mathcal{Z}} \mathbb{P}(d(Z, z) \leq \varepsilon | W_S = w_S).
\]

As we will see in the next section, in certain cases this quantity may be related to so-called “small ball” probability estimates.

**Theorem 1.** Suppose that the parameters \( \varepsilon, \delta \) satisfy

\[
\max_{S \subset \mathcal{V}} \mathbb{E}[L(W_S, \varepsilon)] \leq 1 - \delta.
\]

Then, on the one hand, by Lemma A.1, for any set \( S \subset \mathcal{V} \),

\[
I(Z; \tilde{Z}_S|W_S) \leq TC_S.
\]

On the other hand, since \( \varepsilon \) and \( \delta \) satisfy (1), Lemma A.2 ensures that, for any set \( S \subset \mathcal{V} \),

\[
I(Z; \tilde{Z}_S|W_S) \geq \left(1 - \delta\right) \log \frac{1}{\mathbb{E}[L(W_S, \varepsilon)]} - h_2(\delta) \right)
\]

Therefore, for any set \( S \subset \mathcal{V} \),

\[
T \geq \frac{1}{C_S} \left(1 - \delta\right) \log \frac{1}{\mathbb{E}[L(W_S, \varepsilon)]} - h_2(\delta) \right)
\]

Maximizing over all \( S \subset \mathcal{V} \), we get (2).

From an operational point of view, the lower bound of Theorem 1 reflects the fact that the problem of distributed function computation is, inherently, a joint source-channel coding (JSCC) problem. In particular, the lower bound on \( I(Z; \tilde{Z}_S|W_S) \) can be interpreted in terms of a reduction of JSCC to (generalized) list decoding [7, Sec. III.B]. Given any algorithm \( A \) and any node \( v \in \mathcal{V} \), we may construct a “list decoder” as follows: given the estimate \( \tilde{Z}_v \), we generate a “list” \( \{z \in \mathcal{Z} : d(z, \tilde{Z}_v) \leq \varepsilon\} \). If we fix a set \( S \subset \mathcal{V} \) and allow all the nodes in \( S \) to share their observations \( W_S \), then \( \mathbb{E}[L(W_S, \varepsilon)] \) is an upper bound on the \( \mathbb{P}_W \)-measure of the list of any node \( v \in \mathcal{V} \). The bound of Theorem 1 has the same limitations as all previously known bounds obtained via cutset arguments, since it captures only the flow of information across a cutset \( \mathcal{E}_S \), but not within \( S \). However, as we will demonstrate in the sections that follow, it is possible to exploit structural properties of the function \( f \) (such as linearity) and of the probability law \( \mathbb{P}_W \) (such as log-concavity) to derive lower bounds on the computation time that are often tighter than existing bounds.

Finally, condition (1) requires the accuracy parameter \( \varepsilon \) to be small enough, and may be checked only for sets obtained by deleting a single node. Indeed, by the law of iterated expectation, for any \( S \subset S' \subset \mathcal{V} \) we have

\[
L(w_S, \varepsilon) \leq \sup_{z \in \mathcal{Z}} \mathbb{E}\left[\mathbb{1}_{d(Z, z) \leq \varepsilon}|W_{S'}\right]W_S = w_S
\]

Therefore, the condition (1) will be automatically satisfied if

\[
\max_{v \in \mathcal{V}} \max_{u \not\in \{v\}} L(w_{\mathcal{V}\setminus\{v\}}, \varepsilon) \leq 1 - \delta.
\]

Another immediate consequence of (3) is monotonicity of the set function \( S \mapsto \mathbb{E}[L(W_S, \varepsilon)] \) if \( S \subset S' \), then \( \mathbb{E}[L(W_S, \varepsilon)] \leq \mathbb{E}[L(W_{S'}, \varepsilon)] \).

IV. Computation of Linear Functions

We now particularize Theorem 1 to a distributed computation problem of wide interest, namely the computation of linear functions. Specifically, we assume that the initial
observations $W_v, v \in \mathcal{V}$, are independent real-valued random variables, and the objective is to compute a linear function

$$Z = f(W) = \sum_{v \in \mathcal{V}} a_v W_v \quad (5)$$

for a fixed vector of coefficients $(a_v)_{v \in \mathcal{V}} \in \mathbb{R}^{|\mathcal{V}|}$, subject to the absolute error criterion $d(z, \hat{z}) = |z - \hat{z}|$. We will use the following shorthand notation: for any set $S \subset \mathcal{V}$, we let $a_S = (a_v)_{v \in S}$ and $(a_S, W_S) = \sum_{v \in S} a_v W_v$.

The independence of the $W_v$’s and the additive structure of $f$ allow us to express the quantities $L(w_S, \varepsilon)$ in terms of so-called Lévy concentration functions of random sums [6]. The Lévy concentration function of a real-valued r.v. $U$ (also known as the “small ball probability”) is defined as

$$L(U, \rho) = \sup_{u \in \mathbb{R}} \mathbb{P}(|U - u| \leq \rho), \quad \rho > 0.$$ 

If we fix a subset $S \subset \mathcal{V}$ and a boundary condition $w_S$, then

$$L(w_S, \varepsilon) = \sup_{z \in \mathbb{R}} \mathbb{P} \left( \left| \sum_{v \in \mathcal{V}} a_v W_v - z \right| \leq \varepsilon \bigg| W_S = w_S \right)$$

$$= \sup_{z \in \mathbb{R}} \mathbb{P} \left( \left| \sum_{v \in S} a_v W_v + \sum_{v \notin S} a_v W_v - z \right| \leq \varepsilon \right)$$

$$= \sup_{z \in \mathbb{R}} \mathbb{P} \left( \sum_{v \in S} a_v W_v - z \leq \varepsilon \right)$$

$$= \mathcal{L}((a_S, W_S), \varepsilon),$$

where in the second line we have used the fact that the $W_v$’s are independent r.v.’s, while in the third line we have used the fact that, for any function $G : \mathbb{R} \to \mathbb{R}$ and any $a \in \mathbb{R}$,

$$\sup_z G(z) = \sup_z G(z + a).$$

In other words, for a fixed $S$, the quantity $L(w_S, \varepsilon)$ is independent of the boundary condition $w_S$, and is controlled by the probability law of the random sum $(a_S, W_S)$, i.e., the part of the function $f$ that depends on the initial observations at the nodes in $S$.

The problem of estimating Lévy concentration functions of sums of independent random variables has a long history in the theory of probability — for random variables with densities, some of the first results go back at least to Kolmogorov [8], while for discrete random variables it is closely related to the so-called Littlewood–Offord problem [9]. We now illustrate how one can exploit available estimates for the concentration function under various regularity conditions to obtain tight lower bounds on the computation time for linear functions.

Gaussian sums. Suppose that the local observations $W_v, v \in \mathcal{V}$, are i.i.d. standard Gaussian random variables. Then, for any $S \subseteq \mathcal{V}$, $(a_S, W_S)$ is a zero-mean Gaussian r.v. with variance $\|a_S\|_2^2 = \sum_{v \in S} a_v^2$ (here, $\|\cdot\|_2$ is the usual Euclidean $\ell_2$ norm). A simple calculation shows that

$$L(w_S, \varepsilon) = \mathcal{L} \left( N(0, \|a_S\|_2^2) \right),$$

$$\leq \sqrt{\frac{2}{\pi}} \frac{\varepsilon}{\|a_S\|_2}.$$ 

Using this in Theorem 1 with the sufficient condition (4), we get the following:

**Theorem 2.** Consider the problem of distributed computation of a linear function of the form (5), where $(W_v)$ i.i.d. $N(0, 1)$. Suppose that the coefficients $a_v$ are all nonzero, and that $\varepsilon$ and $\delta$ satisfy the condition

$$\varepsilon \leq \sqrt{\frac{\pi}{2}} (1 - \delta) \min_{v \in \mathcal{V}} |a_v|.$$ 

Then for the $(\varepsilon, \delta)$-computation time we have

$$T(\varepsilon, \delta) \geq \max_{S \subseteq \mathcal{V}} \frac{1}{C_S} \left( \frac{1 - \delta}{2} - \log \left( \frac{\|a_S\|_2}{2\varepsilon^2} \right) \right) - h_2(\delta).$$

Thus, the lower bound on the computation time for (5) depends on the vector of coefficients $a$ only through its $\ell_2$ norm.

Sums of independent r.v.’s with log-concave distributions. Another instance in which sharp bounds on the concentration function are available is when the initial observations of the nodes are independent random variables with log-concave distributions (we recall that a real-valued r.v. $U$ is said to have a log-concave distribution if it has a density of the form $p_U(u) = e^{-F(u)}$, where $F : \mathbb{R} \to (-\infty, +\infty]$ is a convex function; this includes Gaussian, Laplace, uniform, etc.). The following result was obtained recently by Bobkov and Chistyakov [10, Theorem 1.1]: Let $U_1, \ldots, U_k$ be independent random variables with log-concave distributions, and let $S_k = U_1 + \cdots + U_k$. Then, for any $\rho \geq 0$,

$$\frac{\rho}{\sqrt{3}} \frac{1}{\sqrt{\text{Var}(S_k)}} \leq \mathcal{L}(S_k, \rho) \leq \frac{2\rho}{\sqrt{\text{Var}(S_k) + \rho^2/3}}.$$ 

**Theorem 3.** Consider the problem of distributed computation of a linear function of the form (5), where the $W_v$’s are independent random variables with log-concave distributions and with variances at least $\sigma^2$. Suppose that the coefficients $a_v$ are all nonzero, and that $\varepsilon$ and $\delta$ satisfy the condition

$$\left( 1 - \frac{(1 - \delta)^2}{12} \right) \varepsilon^2 \leq \frac{\sigma^2}{4} \min_{v \in \mathcal{V}} |a_v|^2.$$ 

Then for the $(\varepsilon, \delta)$-computation time we have

$$T(\varepsilon, \delta) \geq \max_{S \subseteq \mathcal{V}} \frac{1}{C_S} \left( \frac{1 - \delta}{2} - \log \left( \frac{\|a_S\|_2}{2\varepsilon^2} \right) \right) + h_2(\delta).$$

**Proof:** For each $v \in \mathcal{V}$, $a_v W_v$ also has a log-concave distribution, and, for any $S \subseteq \mathcal{V}$,

$$\text{Var}(a_S, W_S) = \sum_{v \in S} |a_v|^2 \text{Var}(W_v) \geq \|a_S\|_2^2 \sigma^2.$$ 

The lower bound follows from Theorem 1 and from (6).

Sums of independent r.v.’s with bounded third moments. It is known that random variables with log-concave distributions have bounded moments of any order. Under a much weaker assumption that the local observations $W_v, v \in \mathcal{V}$ have bounded third moments, we can prove the following:

**Theorem 4.** Consider the problem of computing the linear function (5), where the $W_v$’s are independent zero-mean r.v.’s with variances at least 1 and with third moments bounded by $B$, and the coefficients $a_v$ satisfy the constraint $K_1 \leq |a_v| \leq K_2$. Then, for any $\rho \geq 0$,

$$\frac{\rho}{\sqrt{3}} \frac{1}{\sqrt{\text{Var}(S_k)}} \leq \mathcal{L}(S_k, \rho) \leq \frac{2\rho}{\sqrt{\text{Var}(S_k) + \rho^2/3}}.$$
for some $K_1, K_2 > 0$. There exists an absolute constant $c > 0$, such that, for any $\varepsilon, \delta$ satisfying the condition

$$M(\varepsilon) \geq c \left( \varepsilon / K_1 + B(K_2 / K_1)^3 \right) \leq 1 - \delta,$$

we must have

$$T(\varepsilon, \delta) \geq \max_{S \subset V} \frac{1}{C_S} \left( 1 - \frac{\delta}{2} \log \frac{\|V \setminus S\|}{M^2(\varepsilon)} - h_2(\delta) \right).$$

Proof: Under the conditions of the theorem, a small ball estimate due to Rudelson and Vershynin [11, Corollary 2.10] can be used to show that, for any $S \subset V$,

$$L((a_S, W_S), \varepsilon) \leq \frac{M(\varepsilon)}{\sqrt{|S|}}$$

The desired conclusion follows immediately.

Random Rademacher sums. We close by considering a case when the local observations $W_v$ have discrete distributions. Specifically, let the $W_v$’s be i.i.d. Rademacher random variables, i.e., each $W_v$ takes values $\pm 1$ with equal probability. In this case, the Lévy concentration function $L((a_S, W_S), \varepsilon)$ will be highly sensitive to the direction of the vector $a_S$, rather than just its norm. For example, consider the extreme case when $a_v = |V|$ for a single node $v \in S$, and all other coefficients are zero. Then $L((a_S, W_S), 0) = L(|V|W_v, 0) = 1/2$. On the other hand, if $a_v = 1$ for all $v \in V$ and $|S|$ is even, then

$$L((a_S, W_S), 0) = \left( \frac{|S|}{|S|/2} \right)^2 |S| \approx \sqrt{\frac{2}{\pi |S|}},$$

where the last step is due to Stirling’s approximation. This immediately gives us a lower bound on the time any algorithm must take in order for each node to compute the value of $\sum_{v \in V} W_v$ exactly with probability at least $1 - \delta$:

$$T(0, \delta) \geq \max_{S \subset V} \frac{1}{C_S} \left( 1 - \frac{\delta}{2} \log \frac{\pi |V \setminus S|}{2} - h_2(\delta) \right). \quad (7)$$

Moreover, even relaxing the zero-error requirement will not decrease the computation time substantially. Indeed, a celebrated result due to Littlewood and Offord, improved later by Erdős [12], says that, if $|a_v| \geq 1$ for all $v$, then

$$L((a_S, W_S), 1) \leq \left( \frac{|S|}{|S|/2} \right)^2 |S| \approx \sqrt{\frac{2}{\pi |S|}},$$

which translates into a lower bound on the $(1, \delta)$-computation time which is of the same order as the right-hand side of (7).

V. COMPARISON WITH EXISTING WORK

We now illustrate the utility of the above bounds through comparison with some existing results. For example, Ayaso et al. [1] derive lower bounds on a related quantity

$$T'(\varepsilon, \delta) \geq \inf \left\{ T \in \mathbb{N} : \exists A \in \mathcal{A}(T) \text{ such that} \right\} \max_{v \in V} \mathbb{P} \left( \hat{Z}_v \notin [(1 - \varepsilon)Z, (1 + \varepsilon)Z] < \delta \right)$$

One of their results is as follows: if $Z = f(W)$ is a linear function of the form (5) and $(W_v)_{i.i.d.}$ Uniform$([1, 1 + B])$ for some $B > 0$, then

$$T'(\varepsilon, \delta) \geq \max_{S \subset V} \frac{|S| \log \frac{1}{1 + B} / 2}{2CS} \cdot \frac{h_2(\delta)}{B^2 + \kappa \delta + 1} \quad (8)$$

for all sufficiently small $\varepsilon, \delta > 0$, where $\kappa > 0$ is a fixed constant [1, Theorem III.5]. Let us compare (8) with what we can obtain using our techniques. It is not hard to show that

$$T'(\varepsilon, \delta) \geq T(\|a_1\|_1(1 + B)\varepsilon, \delta), \quad (9)$$

where $\|a_1\|_1 = \sum_{v \in V} |a_v|$ is the $l_1$ norm of $a$. Moreover, since any r.v. uniformly distributed on a bounded interval of the real line has a log-concave distribution, we can use Theorem 3 to lower-bound the right-hand side of (9). This gives

$$T'(\varepsilon, \delta) \geq \max_{S \subset V} \frac{1}{C_S} \left( 1 - \frac{\delta}{2} \log \frac{B^2\|a_S\|^2}{2 \cdot 48(B + 1)^2\|a_1\|^2_{1/2} - h_2(\delta)} \right). \quad (10)$$

for all sufficiently small $\varepsilon, \delta > 0$. We immediately see that this bound is tighter than the one in (8). In particular, the right-hand side of (8) remains bounded for vanishingly small $\varepsilon$ and $\delta$, and in the limit of $\varepsilon, \delta \to 0$ tends to

$$\max_{S \subset V} \frac{|S| \log B}{|V|} \leq \frac{\log B}{\min_{S \subset V} C_S}.$$

By contrast, as $\varepsilon, \delta \to 0$, the right-hand side of (10) grows without bound as $\log(1/\varepsilon)$.

Another lower bound on the $(\varepsilon, \delta)$-computation time $T(\varepsilon, \delta)$ was obtained by Como and Dahleh [2]. Their starting point is the following continuum generalization of Fano’s inequality [2, Lemma 2]: if $Z, \overline{Z}$ are two jointly distributed real-valued r.v.’s, such that $\mathbb{E} Z^2 < \infty$, then, for any $\varepsilon > 0$,

$$h(Z|\overline{Z}) \leq \mathbb{P}(|Z - \overline{Z}| \leq \varepsilon) \log \varepsilon + \frac{1}{2} \log (16\pi e\mathbb{E} Z^2), \quad (11)$$

where $h(Z|\overline{Z})$ is the conditional differential entropy of $Z$ given $\overline{Z}$. If we use (11) instead of Lemma A.2 to lower-bound $I(Z; \overline{Z}|W_S)$ for each $S \subset V$, then we get

$$T(\varepsilon, \delta) \geq \max_{S \subset V} \frac{1}{C_S} \left( 1 - \frac{\delta}{2} \log \frac{1}{2} + h(Z|W_S) \right) - \frac{1}{2} \log (16\pi e\mathbb{E} Z^2). \quad (12)$$

Again, let us consider the case when $Z = f(W)$ is a linear function of the form (5) with all $a_v$ nonzero and with $(W_v)_{i.i.d.} N(0, 1)$. Then (12) becomes

$$T(\varepsilon, \delta) \geq \max_{S \subset V} \frac{1}{C_S} \left( 1 - \frac{\delta}{2} \log \frac{\pi \|a_S\|^2}{2} + \frac{1}{2} \log \frac{\|a_S\|^2}{8\|a_1\|^2} \right). \quad (13)$$

The lower bound of our Theorem 2 will be tighter than (13) for all $\varepsilon > 0$ as soon as

$$\frac{1}{2} \log \frac{\pi \|a_S\|^2}{2} - h_2(\delta) \geq \frac{1}{2} \log \frac{\|a_S\|^2}{8\|a_1\|^2}. \quad (14)$$
Define the indicator random variable \( Z \), so we omit the proof. The second lemma is new. Consider an algorithm \( A \). Then

\[
T(\varepsilon, \delta) \geq \max_{S \subset V} \frac{1}{CS} \left[ (1 - \delta) \left( \log \frac{1}{2\varepsilon} + h(Z|W_S) \right) - h_2(\delta) \right].
\]

To prove this, fix a set \( S \subset V \) and let \( p_S(z) \) denote the probability density of \( \sum_{v \in S} W_v \). Then

\[
E[L(W_S, \varepsilon)] = \sup_{z \in \mathbb{R}} \int_{z-\varepsilon}^{z+\varepsilon} p_S(z)dz \leq 2\varepsilon \| p_S \|_{\infty}, \tag{15}
\]

where \( \| p_S \|_{\infty} \) is the sup norm of \( p_S \). Now, by a result of Bobkov and Madiman [13, Proposition I.2], if \( U \) is a real-valued r.v. with a log-concave density \( p \), then the differential entropy \( h(U) \) is upper-bounded by \( -\log p + \log \| p \|_{\infty}^{-1} \). Using this fact together with (15), the log-concavity of \( p_S \), and the fact that the \( W_v \)’s are mutually independent, we can write

\[
\log \frac{1}{E[L(W_S, \varepsilon)]} \geq \log \frac{1}{2\varepsilon} + \log \| p_S \|_{\infty} \geq \log \frac{1}{2\varepsilon} + \sum_{v \in S} W_v = \log \frac{1}{2\varepsilon} + h(Z|W_S),
\]

Using this estimate in (2), we get the desired bound.

**APPENDIX A**

**TWO LEMMATA FOR THE PROOF OF THEOREM 1**

The proof of Theorem 1 rests on two lemmas, which we give here. The first lemma is a standard cutset bound (see, e.g., [1], [2]), so we omit the proof. The second lemma is new.

**Lemma A.1.** For any set \( S \subset V \) and any \( A \in \mathfrak{A}(T) \),

\[
I(Z; \hat{Z}_S|W_S) \leq TC_S.
\]

**Lemma A.2.** Fix a set \( S \subset V \), and suppose that the parameters \( \varepsilon, \delta \) satisfy

\[
E[L(W_S, \varepsilon)] \leq 1 - \delta. \tag{A.1}
\]

Consider an algorithm \( A \), such that

\[
\max_{v \in V} \mathbb{P} \left( d(Z, \hat{Z}_v) > \varepsilon \right) < \delta. \tag{A.2}
\]

Then

\[
I(Z; \hat{Z}_S|W_S) \geq (1 - \delta) \log \frac{1}{E[L(W_S, \varepsilon)]} - h_2(\delta).
\]

**Proof:** Fix an arbitrary \( v \in S \), and consider the probability distributions \( P = P_{W_S, Z, \hat{Z}_v} \) and \( Q = P_{W_S} P_{Z|W_S} P_{\hat{Z}_v|W_S} \). Define the indicator random variable \( \Upsilon \triangleq \mathbb{1}_{\{d(Z, \hat{Z}_v) \leq \varepsilon\}} \). Then from (A.2) it follows that \( P[T = 1] \geq 1 - \delta \). On the other hand, since \( Z \rightarrow W_S \rightarrow \hat{Z}_v \) is a Markov chain under \( Q \),

\[
Q[T = 1] = \int_{W_S} \int_{Z} \mathbb{P}(d(Z, \hat{Z}_v) \leq \varepsilon|W_S = w_S) \mathbb{P}(d\hat{Z}_v|w_S) \mathbb{P}(dw_S) \
\leq \int_{W_S} \sup_{\hat{Z}_v} \mathbb{P}(d(Z, \hat{Z}_v) \leq \varepsilon|W_S = w_S) \mathbb{P}(dw_S) \
= E[L(W_S, \varepsilon)]
\]

by Fubini’s theorem. Consequently,

\[
I(Z; \hat{Z}_S|W_S) \geq I(Z; \hat{Z}_v|W_S) = D(P||Q)
\]

\[
(\begin{align*}
(a) & \geq d(P[T = 1]|Q[T = 1]) \\
(b) & \geq d(1 - \delta || E[L(W_S, \varepsilon)]) \\
(c) & \geq (1 - \delta) \log \frac{1}{E[L(W_S, \varepsilon)]} - h_2(\delta),
\end{align*})
\]

where (a) follows from data processing inequality for divergence, where \( D(p||q) = p \log(p/q) + (1-p) \log((1-p)/(1-q)) \) is the binary divergence function; (b) follows from the fact that \( p \mapsto d(p||q) \) is increasing on the interval \([0,1]\) and \( q \mapsto d(p||q) \) is decreasing on the interval \([0,1]\), and the fact that \( \mathbb{P}[T = 1] \geq 1 - \delta \geq E[L(W_S, \varepsilon)] \geq Q[T = 1] \), by (A.1)–(A.3); and (c) follows from the fact that \( d(p||q) \geq p \log(1/q) - h_2(p) \). This completes the proof.
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