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Background:

e Convolutional nets are replacing recurrent nets in a growing number of sequence-
to-sequence modeling applications (machine translation, audio generation,
language modeling). Why?

e Both are inherently suited to modeling systems with limited long-term
dependencies.

e Recurrent nets have theoretically infinite memory, but often fail to learn long
sequences. Infinite memory is also usually unnecessary in practice.

e The lack of feedback elements in convolutional nets provides a computational
advantage (copies of the input sequence can be processed in parallel).

Questions:

e When do convolutional architectures provide better approximation than
recurrent architectures?

e How do we quantity “limited long-term dependencies”?

Definitions:
® i/0 map — nonlinear operator F : § =+ § where § := {u = (ut)iez, }
o Right shift — (Ru); = w_11g>1) Window — (Wymu); = tr Linax{t—m,0y<r<t
o Causal —Vt € Z, (ug,...,u;) =: gy = vy —> (Fu); = (Fv),

((Fu)t_k, for t > k

o Time-invariant — Vk € Z,, (FR*u); = 4
0, for 0 <t <k

\

o Approrimately finite memory on M C S — Ve >0 dm € Z,,

Sup sup |(F'u,)t — (FWt,mu)t‘ <€
ueMteZy

The smallest m such that this holds is denoted mf{(e).
e Set of uniformly bounded inputs — M(R) := {u € S : sup;z, |w| < R}
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Main Result:
Assumption 1: The i/o map F has approximately finite memory on M(R)

Assumption 2: For any t € Z., the functional F, : RI*! — R is uniformly
continuous on [—R, R|'*! with modulus and inverse modulus of continuity

wyF(9) = sup {\Izt(;c) — IEt(a:’)\ x,x’ € [—R, R]Hl, |z — || < (5}
wt_Fl(e) =sup {0 > 0:w,r(0) <e}

Theorem: Let F be a causal, time-invariant i/o map satisfying A§§umptions
1 and 2. Then for any € > 0, v € (0, 1) there exists a ReLU TCN F with context

length m = m{(ve), width m + 2, depth ( _lo(((fz )7) ))m+2 such that
wm,F —7Y)€E

sup ||Fu — Ful|w < €
[ufl<R

Remark: The role of v is to trade off context length and depth. Tuning v can
reduce the number of computation units needed to achieve e-accuracy.
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Fading Memory:
o Set of weighting sequences — W :={w e S:w, € (0,1, w; | 0 as t — oo}
o w-fading memoryon M CS —Ve>0d0 >0Vu,ve MVteZ,

max wWy_s|us — Vs| = ||t — V|| <0 = |(Fu); — (Fv)| < €
s€{0,....t}

Proposition: A continuous i/o map F satisfies Assumptions 1 and 2 if and only
if it has w-fading memory on M(R) for arbitrary w € W.
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Recurrent Systems:

Many i/o maps F : u — y admit state space realizations
Lt+1 — f(iUta Ut)
yr = g(zt)
where f : R" X R - R", g: R" - R, g = £. We consider systems that are

o Uniformly asymptotically incrementally stable on M C S —
there exists a function f: R x Ry — R, of class L such that Vu € M

o (€) — i (€N < B(IE = &I, ¢ —s)
where ¢y, (£) is the solution to the system above for z, = £ and input wu.

Theorem: Assume f and g are Lipschitz, ¢f;(§) remains in a compact set for
all u € M and all t € Z_, and 3 is summable over its second argument. Then
the i/o map for the above system satisfies Assumptions 1 and 2.

Demidovich criterion: 3P = 03 € (0,1) %' PU P <0 — B(C, 1) x Cptl?




